
Семантический анализ текстов в области
медицины и биотеха: 
проблемы и перспективы

Ирина Ефименко

Semantic Hub 

2019
Симпозиум 
«Технологии анализа естественного языка в медицине»



Semantic Hub solutions
Technologies aimed at processing large volumes of unstructured information (Big text data) and semantic analysis 

(natural language understanding), which extract knowledge from heterogeneous information sources. The software provides: 

▪ Automated scanning of web resources and databases

▪ Deep semantic analysis of potentially relevant texts

▪ Generation of insights on all the factors, which are important for success of an innovative drug

What is unique about Semantic Hub:

▪ Not just data, but the support of your decisions

▪ AI which works in synergy with your experts 

▪ Multilingual analysis for various countries

▪ Easy and inexpensive regular update

▪ Adaptive design of research

▪ Compliance and security

Products
Technologic scouting 

(Scientific due diligence)
Gathering RWE on patients and 

physicians in social media
Identification of patients 

for rare diseases

For whom BD and R&D experts Experts in Marketing and Medical Affairs
Experts in Medical Affairs and Market 
Access, BU Heads

Descrip-
tion

Semantic Hub helps select the most
promising assets out of the universe of 
candidates as a potential target for 
investment or as an emerging threat 

Semantic Hub provides the “reality check” 
on patient journey and patient archetypes 
based on 100 000+ real patient stories 

Semantic Hub helps find patients with rare 
diseases and build the landscape of the 
patient experience in the country of interest

Details

Millions of documents processed as an input 
(papers, CT results, patents, news). Assets 
qualified with a variety of success and risk 
factors (100+ criteria such as PKPD, toxicity, 
MoA, etc.)

Knowledge extraction from the millions of 
user posts in patient forums, professional 
social networks for physicians, health-
related QA portals, etc. Evaluation of the real 
patient journey

Full-scale screening of the Internet and 
identification of patients in patient forums, 
professional social networks, health-related 
QA portals. Understanding patient needs,
journey through the local healthcare system

Advanta-
ges

- Search for red & amber flags
- Assets prioritization 
- Easy-to-use visualization of results

Unbiased data about drivers and barriers in 
choosing therapy, outcomes, unmet needs, 
awareness and opinions, emotional aspects, 
mentioned HCP, KOLs, clinical centers, etc.

- Finding patients who are already 
diagnosed or potentially having a disease 
- The solution can be used to find patients 
for Clinical Trials

We have 100+ years of total experience in:

▪ Semantic technologies

▪ Natural language processing

▪ Text mining

▪ Artificial intelligence

▪ Technology intelligence

▪ Decision support systems

We have successfully implemented 

50+ projects (decision support 

systems based on “Big Text Data”)

in various industries: healthcare, oil 

and gas, etc. Since 2016, we have 

focused on Pharma as our one and 

only



Проблемы…



«Дайте мне мышку, 

и я покажу, как умирали крыски»

Helping pharma see around the corner

Естественный язык – это очень сложно…



Helping pharma see around the corner

Биотех и медицина – это очень сложно…



▪ «Палится ли она флюшкой?»

▪ «Стаж на аналоге – 10 лет, в итоге парение»

Helping pharma see around the corner

Пациенты – это очень сложно…



https://www.oreilly.com/ideas/lessons-
learned-building-natural-language-
processing-systems-in-health-care

Triage Notes

▪ “states started last night, upper abd, took alka

seltzer approx 0500, no relief. nausea no 

vomiting

▪ Since yesterday 10/10 "constant Tylenol 1 hr

ago. +nausea. diaphoretic. Mid abd radiates to 

back

▪ Generalized abd radiating to lower x 3 days 

accompanied by dark stools. Now with bloody 

stool this am. Denies dizzy, sob, fatigue”

Helping pharma see around the corner

(И не только они)



…Но ценно
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…И неизбежно
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Что-то происходит

According to the US Centers for Disease Control and Prevention, more than 36 million 
hospital admissions and 1.3 billion ambulatory care visits are documented per year in 
the USA 
(https://www.researchgate.net/publication/256101117_State_of_the_Art_in_Clinical_Informatics_Evidence_and_Examples)
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Что-то происходит
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…И перспективы



Методы и подходы к анализу текстов в медицине

2 основных источника методов и инструментов:

▪ Biomedical natural language processing (BioNLP) methods – включая 

специализированные соревнования

▪ Методы анализа социальных сетей и user-generated content

Основополагающие подходы:

▪ Rule-based (pattern-based) approaches

▪ Linguistic ontologies 

(semantic resources such as ontologies and controlled vocabularies)

▪ Statistical approaches

Пути развития:

▪ Shallow vs. deep approach

▪ Hybrid approach

▪ Ontology-driven approach (domain ontology) Helping pharma see around the corner



Методы и подходы к анализу текстов в медицине

Helping pharma see around the corner

Твиттер, описания медицинских изображений и парсинг имен 

авторов научных статей…

Не всякий text mining – семантический?



Методы и подходы к анализу текстов в медицине

https://www.researchgate.net/publication/263292911_Biomedical_

Text_Mining_State-of-the-

Art_Open_Problems_and_Future_Challenges
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Методы и подходы к анализу текстов в медицине

Классика:

Vector Space Model, tf-idf, сosine similarity и другие схемы

Примеры в медицине: 

▪ content based image retrieval, text summarization of medical articles

Достоинства: 

▪ The model is simple and clear

Ограничения: 

▪ Each document is seen as a bag of words, words are considered to be statistically 
independent. The meaning of the word sequence is not reflected in the model

▪ Assumption a single term represents exactly one word sense, which is not true for 
natural language texts, which contain synonymous and polysemous words. Methods 
like word sense disambiguation have to applied in the pre-processing step

Развитие: 

▪ The Semantic Vector Space Model (SVSM) which is a text representation and searching 
technique based on the combination of Vector Space Model (VSM) with heuristic 
syntax parsing and distributed representation of semantic case structures
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Методы и подходы к анализу текстов в медицине

Statistical approaches:

▪ Latent Semantic Analysis (LSA)

▪ Probabilistic latent semantic analysis (PLSA)

▪ Latent Dirichlet allocation (LDA)

▪ Hierarchical Latent Dirichlet Allocation (hLDA)

▪ Semantic Vector Space Model (SVSM)

▪ Latent semantic mapping (LSM) 

▪ Principal component analysis (PCA) 

https://www.researchgate.net/publication/263292911_Biomedical_Text_

Mining_State-of-the-Art_Open_Problems_and_Future_Challenges
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Методы и подходы к анализу текстов в медицине

Extracting information from the text of electronic medical records to 

improve case detection: a systematic review. Elizabeth Ford et al., 2016
Helping pharma see around the corner



Возвращаясь к Emergency rooms (Lessons learned building 
natural language processing systems in healthcare)

As a philosopher or linguist, you might argue that this still does not 

constitute a “different language” in the typical sense of the word. However, if 

you’re a data scientist or NLP practitioner, there shouldn’t be any doubt that 

it is:

▪ It has a different vocabulary. The Unified Medical Language System (UMLS) includes 

more than 200 vocabularies for English alone, covering more than three million terms. 

In contrast, the Oxford English Dictionary of 1989 had 171,476 words (although, that 

should be roughly tripled to include derivatives that UMLS directly lists)

▪ It has a different grammar. The text has its own definition of what sentences are and 

what parts of speech are. Statements like “+nausea” and “since yesterday 10/10” are 

grammatical structures that don’t exist anywhere else

▪ It has different semantics. “Sob” means “shortness of breath” (and not the other 

meaning you had in mind). “Denies” means the patient says they don’t have the 

symptom, although the clinician thinks they might

▪ It goes beyond jargon. Jargon refers to the 100-200 new words you learn in the first 

month after you join a new school or workplace. In contrast, understanding health 

care language takes people as long as it takes to master day-to-day Italian or 

Portuguese

https://www.oreilly.com/ideas/lessons-learned-building-natural-language-processing-

systems-in-health-care
Helping pharma see around the corner



▪ Lesson #1: Off-the-shelf NLP models don’t work (не 

коммодити!) Not only will named entity recognition or entity 

resolution models fail, but even basic tasks such as 

tokenization, part of speech tagging, and sentence 

segmentation will fail for the majority of sentences (впрочем, 

это верно для реальных текстов на ЕЯ в целом)

▪ Google Cloud Natural Language

▪ IBM Watson NLU

▪ Azure Text Analytics

▪ spaCy Named Entity Visualizer

▪ Amazon Comprehend (offline)

▪ Stanford Core NLP

In a test done during December 2018, of the six engines, the only 

medical term (which only two of them recognized) was Tylenol as a 

product Helping pharma see around the corner

Возвращаясь к Emergency rooms (Lessons learned building 
natural language processing systems in healthcare)
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Возвращаясь к Emergency rooms (Lessons learned building 
natural language processing systems in healthcare)



▪ Lesson #3: Start with labeling ground truth (начни с 

команды клиницистов…, которые должны еще 

договориться между собой)

▪ Lesson #2: Build trainable NLP pipelines

Helping pharma see around the corner

Возвращаясь к Emergency rooms (Lessons learned building 
natural language processing systems in healthcare)
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команды клиницистов…, которые должны еще 

договориться между собой)

▪ Lesson #2: Build trainable NLP pipelines

Helping pharma see around the corner

Возвращаясь к Emergency rooms (Lessons learned building 
natural language processing systems in healthcare)



Методы и подходы к анализу текстов в медицине
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Методы и подходы к анализу текстов в медицине

Пути развития

▪ Shallow vs. deep approach

▪ Hybrid approach

▪ Ontology-driven approach (domain ontology)

Нет серебряной пули, но есть killer apps!

Helping pharma see around the corner



ie@semantic-hub.com

+7 916 101 4840

www.semantic-hub.com

Спасибо за внимание!
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